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Abstract—Kinematic retargeting from human hands to robot
hands is essential for transferring dexterity from humans to
robots in manipulation teleoperation and imitation learning.
However, due to mechanical differences between human and
robot hands, completely reproducing human motions on robot
hands is impossible. Existing works on retargeting incorporate
various optimization objectives, focusing on different aspects of
hand configuration. However, the lack of experimental compar-
ative studies leaves the significance and effectiveness of these
objectives unclear. This work aims to analyze these retargeting
objectives for dexterous manipulation through extensive real-
world comparative experiments. Specifically, we propose a com-
prehensive retargeting objective formulation that integrates intu-
itively crucial factors appearing in recent approaches. The signif-
icance of each factor is evaluated through experimental ablation
studies on the full objective in kinematic posture retargeting
and real-world teleoperated manipulation tasks. Experimental
results and conclusions provide valuable insights for designing
more accurate and effective retargeting algorithms for real-world
dexterous manipulation. Supplementary materials are available
at https://mingrui-yu.github.io/retargeting.

Index Terms—Dexterous manipulation, multi-fingered hand,
human-to-robot retargeting, teleoperation.

I. INTRODUCTION

RANSFERRING dexterity from humans to robots is a
promising field in dexterous manipulation research, as the
complexity of dexterous manipulation tasks poses challenges
for classical analytical approaches [1]-[4]. In either collecting
robot demonstrations through human teleoperation or learning
from offline human manipulations, an essential component is
kinematic retargeting, which refers to kinematically translating
the human hand configuration to robot hand joint positions.
One key challenge of retargeting is that, due to the differences
in morphology and degrees of freedom (DoFs) between human
hands and current robot hands, the human hand configurations
can not be exactly reproduced by the robot hand. Conse-
quently, it is inevitable to focus on only partial configuration
of the human hand that are more crucial to manipulation tasks
when designing the retargeting algorithms.
The most straightforward retargeting approach is direct
joint-to-joint mapping, where the robot hand joints follow a
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Fig. 1. Crucial objectives in human-to-robot retargeting for dexterous manip-
ulation. This work explores the appropriate formulation of these objectives and
experimentally analyzes their significance for different manipulation tasks.

manually defined transformation of the human hand joints [5]-
[12]. These approaches require considerable manual efforts to
define the joint-space transformation for a certain robot hand.
Task-space retargeting is used more widely, which relies on
inverse kinematics (IK) solving to determine robot hand joint
configuration based on human hand keypoints. The global
fingertip position is the fundamental retargeting objective to
align human and robot hand in task-space [13]-[17]. Most
works use vectors from wrist to fingertips as the retargeting
objective and minimize their discrepancy between human
and robot hands to preserve overall hand shape [18]-[29].
Some works further incorporate fingertip orientation into the
objective, using vectors from the palm to the middle phalanx
to represent finger bending information [19], or using the
directions of proximal phalanges and distal phalanges [30]
to represent orientations of the finger-roots and fingertips
[31]. Additionally, relative position among fingertips can be
included to address the challenge of pinch grasps [28], in
which a switching weight is used to prioritize the fingers
involved in pinching, and the corresponding reference distance
on human hand is adjusted to a minimal distance to encourage
fingertip contact.

These retargeting approaches have been deployed in real-
world manipulation, but they differ in their choices of objec-
tives. Due to the lack of comparative studies, it remains unclear
which objectives are more dispensable for which types of
manipulation tasks and whether conflicts exist between them.
A previous survey [32] reviews and classifies the common
retargeting methods, but it does not focus on retargeting
objectives and not provide experimental evaluations.
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This work aims to analyze the key objectives in retargeting
for dexterous manipulation through experimental comparison.
We summarize objectives that are used in recent research on
dexterous retargeting and propose a comprehensive retargeting
objective formulation that considers all intuitively crucial
factors illustrated in Fig. 1. By conducting ablation studies
on the full objective in kinematic posture retargeting and real-
world manipulation teleoperation, we analyze the significance
and effectiveness of different objectives in different tasks. The
experimental results and conclusions provide valuable insights
for future research on designing retargeting algorithms for
learning dexterous manipulation from humans or teleoperation.

II. METHOD

We intuitively list the factors that are potentially crucial to
human-to-robot retargeting for dexterous manipulation:

o Global hand pose: the robot’s hand pose in the global
frame should be aligned with the human’s in dexterous
manipulation involving large arm motions.

o Overall hand shape: the robot hand should replicate a
similar overall hand shape to the human hand to achieve
similar postures.

« Relative position among fingertips: the spatial rela-
tionship among each fingertip (e.g., thumb and index)
is critical for manipulation tasks that require precise
coordination of fingertips.

o Fingertip orientations: the accurate fingertip orienta-
tions ensure appropriate directions of contact normals
during contact-rich dexterous manipulation.

Based on the intuitive factors above, we formulate their
corresponding mathematical representations and construct a
complete retargeting objective.

Global hand pose: The global hand pose is typically
formulated with a wrist position term Lyrisi pos and a wrist
orientation term Lyis_ror. However, accurate tracking of global
wrist pose is not necessary in most dexterous manipulation
tasks and may reduce accuracy in fingertip positions. Due to
different hand morphologies between the human and robot, the
fingertip positions relative to the wrist may conflict with the
relative positions between fingertips and fingertip orientations.
As a result, it can be better to allow adjustment of the wrist
pose in exchange for higher fingertip accuracy. Specifically, we
replace the wrist position objective with a thumb-tip position
objective Lipumb_pos and apply joint optimization of the arm-
hand joint positions. The retargeted wrist orientation is regu-
larized through the wrist orientation objective Lyyist rot With a
relatively small weight. The complete term is formulated as:
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where ppump 1S the thumb fingertip position of human and
robot, and Qi 1S the orientation of human and robot wrist.

Overall hand shape: The overall hand shape is represented
by the fingertip positions relative to the wrist position. The
fingertip position term Lgngerip_pos Measures the difference in
a set of vectors defined from the wrist to the fingertips of the
robot and human hand:

N
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where v; is the vector from the wrist to the i*" fingertip on
human and robot hand, and N is the number of fingers. Note
that this term needs to be coordinated with the following pinch
objective, for which the details are provided in Appendix.
Relative position among fingertips: We use vectors from
the thumb to primary fingers (index, middle, ring) to represent
the relative positions among fingertips, which is crucial for
pinching. We adopt a similar formulation to DexPilot [28]
with a switching weight function s(d;) and a distance rescaling
function I(d;):
N—-1 )
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where ~y; is the vector from the thumb fingertip to the fingertip

of the " primary finger, d; = ||7/'|| and 4 = J*. We use
a continuous weight function s(d;) = Hew(ﬁ to ensure
smooth transitions. The distance rescaling function
0, d; < €
Udi) =4 525 (di —€), e<d <e “4)
d;, d; > €1,

linearly rescales human fingertip distances from [es, €] to
[0,€1] to ensure a continuous transition within the pinching
range and avoid sudden changes around the threshold ;.

Fingertip orientations: To represent fingertip orientations,
we include another set of vectors. In contrast with methods
such as DexMV [19] that define the vectors from the wrist to
the middle phalanx, our formulation defines the vectors from
the distal interphalangeal (DIP) joints to the fingertips, which
represent fingertip orientations more directly:
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where 7; is the vector from the DIP joint to the fingertip.
The final retargeting optimization objective considering all
the above factors can be specified as:

Etotal = /\lﬁthumb_pos + )\2£wrist_rot + /\3 Eﬁngenip_pos+
)\4£ﬁngertip_rot + )\5 ACpinch + ACjoint + Evela

where two joint-space regularization terms are addition-
ally considered. The joint position regularization Ljoin =
S wi gy — q}||§ penalizes the deviation of some joints
from a pre-defined joint configuration q. The joint velocity
At _\m 1 prev || 2 .
regulanzz.mo‘n‘ﬁve] —.ijl wye ||Qj —q ||2 pena'hzes large
changes in joint positions compared to previous timestep to
encourage trajectory smoothness. Its effect is illustrated by

the joint position/velocity/acceleration profiles in Appendix.

(6)

III. EVALUATIONS AND RESULTS
A. Evaluation Setup

Implementation: Simulation studies involve a Leap Hand
[33] and a Shadow Hand, both mounted on a Franka Emika
Panda arm. Real-world experiments are conducted on a teleop-
eration system with a Leap Hand, a Panda arm, and an Apple



TABLE I
DEFINITION OF THE ABLATIONS FOR COMPARATIVE STUDIES.

Category Ablation  Definition
Full Full Complete retargeting objective Loy With all terms (6)

. - Al Remove the pinch term Lpinch (7)
Fingertip pinch A2 Use actual pinch distance without distance rescaling in (7)

. . . . A3 Remove the fingertip orientation term Lgngertip_rot (5)
Fingertip orientation A4 Replace the vectors from DIP joints to fingertips with vectors from the wrist to DIP joints in (5)

. A5 Replace the thumb position term in (1) with a wrist position term
Global wrist pose . . . . .\
A6 Replace the thumb position term in (1) with a wrist position term and remove Lpinch and Liingertip_rot

Joint regularization

Remove the joint position regularization Ljoin
Replace the thumb position term in (1) with a wrist position term and remove Lyinch, Liingertip_rot» and Lijoine

Kinematic postures

Real-world manipulations

a) Al fails to make a precise pinch with thumb and index finger.

- -

(d) Task 1: pick up a box, rotate it by 90 degree & place it down

Fig. 2. Snapshots of the real-world kinematic postures retargeting (left) and the three manipulation tasks (right). (a) to (c): each row shows a human hand
posture and the corresponding retargeted robot postures using the full objective and an ablation implementation. (d) to (e): each row shows the snapshots of

the manipulation process of one task using the full retargeting objective.

Vision Pro for human hand detection [34]. The retargeting
objective is optimized in real time using the Sequential Least-
Squares Quadratic Programming in the NLopt library [35].
Implementation details such as control approaches, runtime
and latency, and robustness are further discussed in Appendix.

Ablation setup: To analyze the significance of each re-
targeting objective, we implement ablations by removing or
changing certain objective terms in L (6). The detail of the
ablation setup is described in Table 1.

Kinematic posture retargeting tasks: We evaluate the full
retargeting objective and eight ablations across offline data
of three pinch motions involving the thumb and the index,
middle, and ring fingers, respectively. We use four quantitative
metrics for kinematic postures: 1) average fingertip position
error in the global frame, 2) average fingertip position error
relative to the wrist, 3) average fingertip position error relative
to the thumb, and 4) average fingertip orientation error. The
results on Leap Hand are shown in Fig. 3. The results on
another trajectory involving finger crossing motions and results
on Shadow Hand are provided in the Appendix. The snapshots
of posture retargeting in the real world are shown in Fig. 2.

Real-world manipulation tasks: We design three represen-
tative real-world manipulation teleoperation tasks :

1) Pick up a box, rotate it, and place it down, representing

common pick-and-place tasks in dexterous teleoperation.
2) Drag a mug through its handle using the bent thumb,
where fingertip orientation plays a decisive role.
3) Pick up five different upright-standing screws and place
them vertically, where precise pinches are important.
For each task, we sequentially evaluate the full retargeting
objective and the seven ablations (Al to A7), and repeat
the entire sequence three times. For task 1 and 2, we use
mean completion time to assess performance of pilots, as
all trials are successful. For task 3, we use success rate for
comparison. The manipulation results are summarized in Fig.
4. Our real-world evaluation is a preliminary case study with
only two human pilots. We plan to involve more pilots to
capture variability among users for further validation.

B. Analysis of Results

We analyze the results of kinematic posture retargeting and
real-world manipulations in four perspectives corresponding
to the designed objectives.

Fingertip pinch: Al and A2 are the ablation of fingertip
pinch term. The results show that: 1) removing the pinch term
in Al results in significantly higher errors in both fingertip
position and relative position to the thumb (A1 in Fig. 3). This
results from the potential conflict between the global fingertip
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Fig. 3. Results of kinematic posture retargeting on finger pinch trajectories. Each bar shows the error of one ablation implementation and the colors represent
the ablation category defined in Table I. For the metrics of fingertip global position and fingertip relative position to the thumb, only the errors of the two

fingers involved in the pinching motion are considered.
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Fig. 4. Results of the real-world manipulations. Task 1 and 2 are assessed by
task time, while Task 3 is evaluated by success rate. Each pair of bars shows
the error of one ablation implementation and the colors represent the ablation
category defined in Table I. The two pilots are distinguished by hatched bars.

position and the fingertip position relative to the wrist, due to
different hand morphologies between the human and robot; 2)
in real-world manipulations, removing the pinch term in Al
leads to failure in tasks involving pinch motions, as it cannot
close the gap between thumb and index fingertips (Al in Task
3, Fig. 4). This is also displayed in posture (a) in Fig. 2; 3)
using actual pinch distances without rescaling in A2 results in
minimal error in both metrics (A2 in Fig. 3), but could lead
to low success rate in real-world manipulation tasks, primarily
due to that using actual pinch distance is vulnerable to human
finger tracking inaccuracy (A2 in Task 3, Fig. 4).

Fingertip orientations: A3 and A4 correspond to the
ablation of fingertip orientation term. The results suggest: 1)
DIP-to-tip vectors hold more explicit information of fingertip
orientation than wrist-to-DIP vectors. Replacing the DIP-to-
tip vectors with wrist-to-DIP vectors shows little advantage
in fingertip orientation error over no orientation consideration
(A4 in Fig. 3), as the DIP-to-tip vectors may be changed
by fingertip relative position terms even though the wrist-
to-DIP vectors are fixed; 2) in real-world manipulation Task
2, no consideration of fingertip orientations results in poor
performance as the robot hand fails to replicate the finger
bending motion of the human pilots to hook the mug handle
(A3 in Task 2, Fig. 4). In addition, it may occur that the finger
bends in a wrong direction like posture (b) in Fig. 2; and 3)
the missing of fingertip orientation information can also have
negative impacts on precise manipulation tasks such as task 3,
as inaccuracy in orientation leads to undesired contact normals
with the object (A3 in Task 3, Fig. 4).

Global hand pose: A5 and A6 are the ablation of global
hand pose. The results show that: 1) determining the global
hand pose by the thumb fingertip position term instead of wrist
position term leads to a significantly lower error in fingertip

global position (A5 in Fig. 3), primarily due to that using the
thumb position term sacrifices in wrist position accuracy in
exchange for better alignment of fingertips; 2) when using the
exact wrist pose, removing the pinch term also leads to higher
errors in fingertip relative position to the thumb (A6 in Fig.
3), and removing the fingertip orientation term hampers finger
bending (A6 in Task 2 in Fig. 4); 3) in real-world tasks, the
choice of thumb fingertip position term and wrist position term
does not bring up much difference (A5 in Fig. 4), because
human pilots can easily adjust the global hand position to
eliminate the influence of fingertip global position inaccuracy.

Joint position regularization: A7 and A8 removes the
joint position regularization term. The corresponding results
suggest that: 1) from the comparison between full and A7
in Fig. 3, joint position regularization term seems to have
little impact in both simulation and real-world manipulation.
However, without this term, it may occur that the hand displays
undesired joint configurations like posture (c) in Fig. 2. The
joint position regularization makes the retargeting result more
truthful without negative impacts; 2) the comparison of A8
and A6 shows that when using wrist position term for global
hand pose, the joint position regularization term adds to the
errors in fingertip global position and relative position to the
wrist and the thumb (A8 in Fig. 3). In contrast, when using
thumb fingertip position, the joint position regularization term
has little impact on position errors.

IV. CONCLUSION

This work analyzes the significance of different objectives in
human-to-robot retargeting for dexterous manipulation through
both kinematic posture retargeting and three representative
real-world manipulation tasks. The comprehensive results
demonstrate that 1) the fingertip pinch objective is crucial for
manipulation tasks involving precise fingertip coordination; 2)
the fingertip orientation objective should be included for tasks
sensitive to finger orientation rather than solely position; 3)
allowing wrist pose adjustment instead of using exact human
wrist pose benefits the accuracy of fingertip poses; 4) joint
position regularization makes the retargeting postures appear
more natural while having negligible negative impacts; and
5) all terms using the proposed formulation do not demon-
strate conflicts and perform well in all tasks. We believe
this study provides valuable insight for designing retargeting
algorithms in future work on learning dexterous manipulation
from humans or dexterous teleoperation. In future work, we
plan to extend the real-world evaluation to more teleoperators
and tasks to better capture user variability and validate the
generality of the proposed retargeting formulation.



TABLE 11
DESCRIPTIONS OF SUPPLEMENTARY MATERIALS

Supplementary material

Description

Project website

Appendix

Video

Source code

Dataset

CAD files

https://mingrui-yu.github.io/retargeting

Supplementary results and implementation details are provided in Appendix, which
includes the detailed formulation of the pinch objective, additional quantitative results
of kinematic posture retargeting on another trajectory involving finger crossing motions
and on the Shadow Hand, explanation of the joint velocity regularization term,
comparison with existing retargeting approaches, and implementation details such as
hyper-parameter settings, control approaches and discussion on runtime, latency, and
robustness. The Appendix is also available on the project website.

The video of the real-world experiments is available on the project website, which
demonstrates the real-world kinematic posture retargeting, three real-world manipulation
tasks for evaluation, and additional trials on manipulation tasks of higher complexity.

The code is open-sourced on the project website (GitHub), which includes the im-
plementation of the retargeting algorithm and the evaluation on kinematic postures in
simulation. We provide a detailed guideline for setting up everything and to launch the
evaluation. Users are encouraged to report issues via GitHub.

All human hand motion trajectories recorded by Apple Vision Pro in this study are
provided on the project website. The format of the dataset is described by the instructions
in the corresponding README file.

The CAD files of the fingertips and the URDF of the whole robot (i.e., Panda arm +
Leap Hand + fingertips) are provided on the project website.
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APPENDIX
ADDITIONAL DETAILS OF OBJECTIVE FORMULATION

Relative position among fingertips: The pinch term is
formulated as:

N—-1
Linen = Y, s(di) 17§ — ()|
=1

(N

where ~y; is the vector from the thumb ﬁngertip to the fingertip

h
of the i*" primary finger, d; = H')/Z || and 47 di, . Instead
of using a discrete weight function as DexPilot, we use a
continuous weight function

S(dl) = Slngld(dZ, €1, 10),
where sigmoid(-) is the sigmoid function defined as follows:

o
1+ ew(z—c)’

Our distance rescaling function is defined as follows:

sigmoid(x,c,w) =

07 dz < €9
Wdi) =4 525 (di —€2), e2<di<e ®)
d;, d; > ey,

Fingertip Global Position

Fingertip Relative Position to Wrist

where fingertip distance within pinching range [e2, €1] is lin-
early rescaled into [0, €1]. This ensures a continuous transition
in the pinching range and avoids sudden changes around
the threshold €;. In practice we set ¢ = 1 X 10~'m and
€ =1x10"2m.

Overall hand shape: To balance fingertip positions relative
to the wrist and the thumb, we also set a switching weight for
the fingertip position term Lgngertip_pos:

N
Eﬁngertip_pos = Z g(dz) Hv; - ,U;LHQ ©)
i=1

where

g(dz) = sigmoid(di, €1, —10),

so that the sum of s(d;) and 5(d;) will be a fixed number. In
ablation studies where the pinch term is removed (A1, A6 and
AB), we set §(d;) to be a constant 1.0 as in (2).

ADDITIONAL KINEMATIC POSTURE RETARGETING
RESULTS

Three sets of additional quantitative results of kinematic
posture retargeting on another trajectory involving finger cross-
ing motions and on the Shadow Hand are shown in Fig. 5.
Similar conclusions to the main text can be derived.
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Fig. 5. Additional results on kinematic posture Retargeting. (a) Kinematic posture retargeting results using Leap hand on another trajectory involving finger

crossing motion. (b) Kinematic posture retargeting results using Shadow hand on the same pinch motion trajectory as in the main text. (c) Kinematic posture
retargeting results using Shadow hand on the trajectory involving finger crossing motion.
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Fig. 6. Index MCP/PIP/DIP joint position/velocity/acceleration profiles with and without L,.. For all three joints, the position trajectories are smooth and free
of oscillations in both cases. However, removing Ly, consistently leads to larger peaks in the velocity and especially in the acceleration profiles, indicating

sharper changes in joint motion during the finger-crossing motion.

EXPLANATION OF JOINT VELOCITY REGULARIZATION
TERM

As introduced in Sec. II, the joint-velocity regularization
term

m

Lyel = Z w}/el HQj -
j=1

penalizes large changes in joint positions between consecutive
timesteps and is intended to encourage smooth retargeted joint
trajectories.

To illustrate the effect of this term, we compare the full
objective in (6) with an ablation that removes L. We use a
real-world teleoperation trajectory that involves finger-crossing
motions with the index finger and generate the corresponding
retargeted joint trajectories under both settings. The trajecto-
ries are evaluated on the three joints of the index finger (MCP,
PIP, and DIP) on the LEAP Hand.

Figure 6 shows the joint position, velocity, and acceleration
profiles for the index MCP, PIP, and DIP joints, respectively,
under the full objective (blue line) and the variant without Ly
(orange line). These results empirically support the importance
of Ly in suppressing high-frequency variations and reducing
acceleration spikes, thereby improving the overall trajectory
smoothness.

ol

COMPARISON WITH EXISTING RETARGETING APPROACHES

In addition to the ablation studies, we also compare our
full proposed method with two representative retargeting ap-
proaches, DexMV and DexPilot [19], [28]. In our ablation
setting, A2 and A4 are designed to closely mimic the key
design choices of DexPilot and DexMV respectively. Specif-
ically, A2 uses the raw fingertip pinch distance in the pinch

term; unlike DexPilot, it does not include the fingertip distance
rescaling function to ensure minimal distance between the
thumb and a primary finger and force minimum separation
distance between two primary fingers. A4 replaces the vectors
from DIP joints to fingertips with vectors from the wrist to DIP
joints, which is similar to the fingertip orientation formulation
in DexMV (we use DIP joints instead of the PIP joints used
in the original DexMV).

In contrast, the pinch term in our full objective differs from
DexPilot in two aspects. First, we use a continuous switching
weight s(d;) based on a sigmoid function, instead of the
discrete weights in DexPilot. Second, our distance rescaling
function [(d;) varies continuously on [es, €], while DexPilot
directly clamps fingertip distances below a fixed threshold. As
a result, in our objective, both the rescaled distance and its
weight change smoothly as the human pinch distance crosses
threshold €5 and €7, which leads to smoother and more stable
motions during precise pinching in real-world teleoperation.

To further ensure a fair comparison beyond these ap-
proximate variants, we additionally implement DexMV and
DexPilot by directly following their objective functions and
hyper-parameter settings. For DexPilot, we follow the code in
the dex-retargeting repository [20]. Since their formulations
are defined only for hand retargeting, we integrate them into
our arm-hand retargeting pipeline by first applying their hand
retargeting objective in the wrist frame and then separately
solving the arm IK to track the resulting wrist pose.

We evaluate the full objective, the two ablations (A2 and
A4), DexMV, and DexPilot on the LEAP-hand kinematic
retargeting trajectories on finger pinch motions described in
Sec. III-A, and compute the same four metrics as in Fig. 3:
fingertip global position error, fingertip relative position to the
wrist, fingertip relative position to the thumb, and fingertip
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Fig. 7. (a) Results of kinematic posture retargeting on finger pinch trajectories. (b) Results of the real-world manipulations. Task 1 and 2 are assessed by
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orientation error. We also evaluate them on the same three
real-world manipulation teleoperation tasks as Sec. III-A.
Figure 7 summarizes the quantitative kinematic posture
retargeting and real-world manipulation results. The results
show that, on the kinematic retargeting trajectories (Fig. 7(a)),
the full objective consistently achieves lower fingertip global
position error, fingertip relative position to the thumb, and
fingertip orientation error compared to DexMV and DexPilot.
The real-world teleoperation experiments in Fig. 7(b) further
validate our design choice. Across all three manipulation
tasks, the full objective achieves the shortest or comparable
task times and the highest success rates for both human
pilots. DexMV and DexPilot, by contrast, generally lead to
slower executions and more failures, especially on Task 3
which requires precise fingertip pinch. In particular, DexMV
fails in every trial of Task 3 because it does not include
the fingertip pinch term and therefore cannot close the gap
between thumb and index fingertips, which is similar to the
results of ablation Al where we remove the pinch term.
These results demonstrate that the proposed objective not only
improves kinematic retargeting quality but also leads to more
efficient and reliable performance in real-world dexterous
teleoperation compared to existing retargeting approaches.

IMPLEMENTATION
Hyper-parameter Setting

The hyper-parameters used in the retargeting objective are
listed in Table III.

The weights A\;—A5 reflect the relative importance of differ-
ent retargeting objectives. We assign larger weights of 10 to the
thumb-tip position, fingertip orientation, and pinch terms (A1,
A4, As), as these factors are crucial for dexterous manipulation

TABLE III
HYPER-PARAMETERS

Hyper Parameter Value
A1 10
Ao 0.1
A3 1
A4 10
A5 10
‘ 0.5,7=17,11,15,18
wgm (Leap hand) 0.1, 5 =20
0, else
- 05,7 =09,13,17,22
w?“” (Shadow Hand) 0.1, j = 26
0, else
vel 0.1, j=0~6
wi® (Leap hand) 001, j=7~22
01,5=0~6

vel - p:
w (Shadow Hand) 001, j=7~30

and contact-rich pinching tasks. The weight of 0.1 for the
wrist orientation term (A3) is relatively smaller as the objective
aims to emphasize fingertip tracking accuracy rather than wrist
pose accuracy. The weight for the fingertip position term
(A3) is set to 1 so that its contribution is of the same order
of magnitude as the other terms when evaluated in typical
retargeting scenarios.

For the weights of joint position and velocity regularization
terms wjjmm and w}el, index j from O to 6 corresponds to the
joints of the Panda arm, while indices j = 7to 22 and j = 7 to
30 correspond to the joints of the Leap hand and the Shadow
Hand respectively. Note that here we assume all DoFs of the
Shadow Hand are actuated.

The joint position regularization weights w"” are deter-
mined according to the physical roles of different joints.



For Leap hand, ;5 = 7,11,15 correspond to the abduc-
tion/adduction joints of index, middle and ring, j = 18 corre-
sponds to the DIP joint of the ring, and j = 20 corresponds to
the rotation of the thumb. For Shadow Hand, 7 = 9,13,17,22
correspond to the finger movements of index, middle, ring and
little finger in the palm plane, while j = 26 corresponds to the
rotation of the thumb. Non-zero weights are assigned to these
joints whose extreme values tend to produce unnatural or me-
chanically unfavorable configurations. For joints with non-zero
position regularization, the pre-defined joint configurations are
set to g; = 0.

The joint velocity regularization weights w3 are chosen to
penalize large changes in joint positions compared to previous
timestep to encourage trajectory smoothness. In practice, we
use larger w}el for the arm joints and slightly smaller values
for the finger joints, as arm motions are more prone to sudden
changes. As shown in Fig. 5, this choice effectively reduces
acceleration spikes and leads to smoother joint trajectories.

In our implementation, we rescale the size of the human
hand by a factor of 1.5 for the Leap hand and 1.0 for the
Shadow Hand to address the size difference between human
and robot hand. In the real-world experiments, the retargeting
control frequency is 20 Hz, and we use an exponential moving
average with aema, = 0.3 to further smoothen the joint
movements:

1

qi = Qema * Q¢ + (]- - acma) qi—1 (10)

Control Approach

In the real-world experiments, we use joint-space position
control for both the Panda arm and the robot hand. At each
retargeting step (20 Hz), the retargeting optimizer outputs
a desired joint configuration g; for all actuated joints. This
configuration is first upsampled to a 100 Hz command stream
via interpolation and then sent to the hardware. The LEAP
Hand executes the control command via a built-in current-
based PD controller. The Franka arm runs an impedance
controller at a higher 1000 Hz with strict acceleration and
jerk limits, so the 100 Hz joint targets are further interpolated
to match the 1000 Hz control frequency before being executed
by the arm controller.

Discussion on Runtime, Latency, and Robustness

a) Runtime and latency: We profiled the computational
cost of our retargeting pipeline on the LEAP-hand kinematic
retargeting experiments. The full teleoperation loop runs at
20 Hz, corresponding to a frame time of 50 ms. Within each
frame, the nonlinear optimizer for the retargeting objective
takes on average 33 ms, which is lower than the frame time
and is suitable for real-time control.

Overall, latency in the system mainly comes from three
stages: (i) hand pose estimation and streaming from the Vision
Pro headset; (ii) retargeting optimization; (iii) communication
latency between our teleoperation node and the robot; and
(iv) the low-level control latency on the robot side. The
Vision Pro perception module runs in a separate thread and
continuously receives hand pose estimations, while our 20 Hz

teleoperation loop always uses the latest available hand pose at
the beginning of each control cycle. After that, the optimizer
runs within about 33 ms and the resulting joint commands
are immediately sent to the low-level joint controllers. The
latency introduced by our retargeting module is below 50 ms,
and the Vision Pro streaming introduces an additional latency
of about 50 ms [34]. Overall, the end-to-end latency of the
system is approximately 0.15-0.25 s, which we empirically
found sufficient for ensuring real-time teleoperation in all our
real-world manipulation tasks.

b) Robustness to tracking noise and occlusions: Accu-
rate detection and tracking of human hand pose is key to
dexterous teleoperation. We experimented with both a single
RGB camera and the Vision Pro headset for hand pose
detection. Compared to the RGB camera, Vision Pro provides
a more flexible field of view and more accurate hand pose
tracking, but it still inevitably exhibits some tracking noise,
especially in precise motions such as pinching. In practice,
we observed that when the human thumb and index fingertip
are already in contact, the estimated fingertip distance from
Vision Pro can remain slightly positive and exhibit small jitter
over time. We specially design the pinch term in our objective
to be more robust to tracking error to enable stable pinching:
we rescale the estimated fingertip distances in a small range
[€2,€1] to [0,€1] and clamp values below ez to zero (Sec. III-
A), so that sufficiently small estimated distances are treated as
a closed pinch.

With respect to occlusions, Vision Pro can estimate a
consistent hand pose under slight self-occlusion conditions,
such as when a finger is partially occluded by the palm, as
long as the operator keeps the hand within the headset’s field
of view. This was sufficient for all three teleoperation tasks
in our experiments, but for scenarios that require robustness
under severe occlusions, Vision Pro may produce inaccurate
hand pose estimation. Glove-based hand tracking systems will
offer better robustness and be more occlusion-resistant in such
cases [13], [15].
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